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Institutional Background and Data
Motivation for study

More than 10% of US federal government spending is on
procurment.

In FY 2010 $241 billion or 45% were payments for contracts
attracting a single bid.
Two important institutional features attracting attention:

1 A procurement agency (a buyer) chooses the extent to which a
contract will draw competitive bids: 51% or 1.2 million contracts were
awarded without full and open competition in FY 2010.

2 The final contract price can differ from, and is often much larger
than, the initially agreed upon price.

The regulations give the buyer considerable discretion in
determining contract terms, as well as the extent of competition.
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Institutional Background and Data
Data sources and variables

Data from US government for contracts initiated in FY 2004—2015.

For each procurement contract, we observe:
1 solicitation procedure
2 number of bids
3 award type (e.g. definitive contracts, purchase orders, delivery orders)
4 contract pricing type (e.g. firm-fixed-price, cost-plus)
5 history of price and duration changes
6 product and service code
7 commercial availability
8 contracting agency (e.g. Department of Defense)
9 identity and attributes of winning contractor, and location of contract

We augment this with data on:
1 contracting agencies (from federal human resources data base)
2 number of establishments by industry (from County Business Patterns).
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Institutional Background and Data
Focus of study

We analyze definitive contracts and purchase orders in information
technology (IT) and telecommunications:

Products include computer hardware, software, and
telecommunications equipment.
Services include IT strategy, architecture, programming, cyber
security, Internet service.

We further restrict our attention to the contracts that satisfy:
1 The base maximal contract price below US 2010 $1 million.
2 The base contract price at least $150,000 in nominal dollars. The
Federal Acquisition Regulations (FAR) require the contracts with an
anticipated value below $150,000 (and above $3,500) to be set aside
for small business concerns.

3 The base duration at least 30 days but no longer than 400 days.
4 The final contract end date before the end of FY 2017.
5 Procured items produced or the services performed is in the US.

This yields 17,123 contracts costing US 2010 $6.2 billion in total.
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Institutional Background and Data
Table 1. Competition for IT contracts (FY 2004 - 2015)
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Institutional Background and Data
Table 2. Summary statistics of final sample
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Model
Figure 1: Timeline of procurement process
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Model
Assumptions about seller costs and private information

There are two seller types k ∈ {0, 1}.
The proportion of type k = 1 sellers in the population is π ∈ (0, 1).
The expected total cost to a type k seller of completing the project is:

ck ≡ γk +
∫
c(s)fk (s)ds

where type 1 sellers are low cost, meaning:

γ1 < γ0 and
∫
c (s) f1(s)ds <

∫
c (s) f0(s)ds

and:

γk is hidden information known only to the seller
s is contractible with:∫
f0(s)ds 6=

∫
f1(s)ds for some s ∈ S but share a common support.
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Model
Actions and preferences of buyer

The buyer is a risk neutral cost minimizer.

She pays η to solicit competitive bids by setting y = 1, or
alternatively makes an offer to a default seller (y = 0).

Let n ∈ {1, 2, . . .} denote the number of bids from sellers.

If y = 1, she chooses search intensity λ ∈ R+, the arrival rate of a
Poisson distribution for n.

She incurs (additional) search costs of κλ.

Given n, the buyer forms a menu of J contracts {pjn, qjn (s)}J−1j=0 .

Here pjn denotes a base price, and qjn(s) a price adjustment.
There is a lower bound M on the variable component qjn(s)− c(s).
She chooses the contract some seller has bid, say the i th, paying:

pin + qin(s) + (κλ+ η) y
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Model
Actions and preferences of seller

Sellers approached by the buyer can bid by choosing one item on the
menu, or decline all of them.

Sellers receive a payoff of zero:

from opting out of the procurement process.
if they buyer does not select them.

Sellers discount (enlarge) positive (negative) deviations from full
insurance contracts for liquidity concerns (cost of working capital).

The payoff to a type k seller from winning a contract {pin, qin(s)} is:

pin − γk + ψ [qin(s)− c(s)] , (1)

where ψ (·) : R → R is continuous with:

ψ(0) = 0, ψ′(0) = 1
ψ′(r) > 0 and ψ′′(r) ≤ 0 for all r ∈ R.
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No Screening
First price sealed bid auction (FPSB) with a reservation price

In a FPSB with a reservation price:
the auctioneer buyer sets a reservation price at c0
high-cost sellers bid c0
low-cost sellers bid:

p1n = c1 +
π(1− π)n−1

1− (1− π)n
(c0 − c1) ≤ c0

This outcome mimics the optimal contract when there is no screening.
The buyer respects:

an individual rationality constraint for high-cost sellers (IR0), namely
p0n ≥ c0
an incentive compatibility constraint for low-cost sellers (IC1), defined
in the next slide
and minimizes expected costs subject to IR0 and IC1

The solution is a menu of two contracts {p1n, c0} of lump-sum
payments, where the low priced contract, p1n, receives priority.
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No Screening
Incentive compatibility (IC) constraint

To induce low-cost sellers to bid p1n the expected value from doing so
must be at least as great as the expected value from c0.

Define φ1n, the winning probability if he chooses p1n when the other
sellers follow the same equilibrium strategy, as:

φ1n ≡
n−1
∑
i=0

(
n− 1
i

)
πi (1− π)n−1−i

i + 1
=
1− (1− π)n

nπ
. (2)

If he chooses p0n instead, the probability of winning is:

φ0n ≡ n−1(1− π)n−1. (3)

Thus a low-cost seller prefers p1n to c0 if and only if:

φ1n (p1n − c1) ≥ φ0n (c0 − c1) . (4)
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Screening with Penalties for Risk Neutral Sellers
Using the outcomes to screen high-cost sellers

The buyer can reduce her expected transfer by penalizing the low-cost
seller from deviating to the high-cost contract, thus weakening IC1.
She rewards ( penalizes) outcomes more (less) likely to occur when a
high-cost (low-cost) seller undertakes the project.
For M suffi ciently low, an optimal menu comprises two contracts:

{p1n, q1n (s)} = {c1, 0}

{p0n, q0n (s)} =

{
c0 −

∫
r (s) f0(s)ds, r (s)

}
where:

r (s) =

{
M if f1 (s) > f0 (s)
M + (γ0 − γ1)

/∫
f0(s)≥f1(s) [f0(s)− f1(s)] ds if f1 (s) ≤ f0 (s)

Under this menu IC0 is non-binding; IC1, IR1, and IR0 bind; the buyer
extracts all the seller surplus.
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Screening Contracts for Risk Averse Sellers
Notation for handling maximal penalty

This intuition extend to situations where ψ (r) is strictly concave.

Define l (s) ≡ f1(s)/f0(s) and define the threshold likelihood ratio
associated with the maximal penalty condition by:

l̃(π) ≡ π−1 − (1− π)
/

πψ′ (M) (5)

We can show there is at most one root π ∈ (0, 1) solving:

γ0 − γ1 −
∫

ψ

(
1{l(s) ≤ l̃(π)}ψ′−1

[
1−π

1−πl(s)

]
+1{l(s) > l̃(π)}M

)
[f0(s)− f1 (s)] ds.

(6)

Denote the root by π̃ when it exists, and otherwise set π̃ = 1.
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Screening Contracts for Risk Averse Sellers
The optimal menu

Theorem
It is optimal to offer a menu of {p1n, q1n (s)} = {pn, c (s)} and
{p0n, q0n (s)} = {p, r(s) + c(s)} with priority for the former, where:

r (s) ≡
{

ψ′−1
(

1−min{π,π̃}
1−l(s)min{π,π̃}

)
if l(s) ≤ l̃(min {π, π̃}),

M if l(s) > l̃(min {π, π̃}),
(7)

pn ≡ γ1 +
π (1− π)n−1

1− (1− π)n

(
γ0 − γ1 −

∫
ψ[r (s)] [1− l (s)] f0(s)ds

)
,

(8)

p ≡ γ0 −
∫

ψ[r(s)]f0(s)ds (9)

This menu induces a separating equilibrium amongst the sellers: sellers of
type k submit {pkn, qkn (s)}.
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Comparing the Transfer from the Buyer to Seller
Decomposition of the seller’s transfer

We can show that TU (n) < T (n) < TFIC (n) and Γ < 0 where:
1 the full information ultimatum offer transfer is

TU (n) = c1 + (1− π)n (c0 − c1)
2 the first price sealed bid (firm-fixed-price) transfer is

TFP (n) = TU (n) + (1− π)n−1 π (γ0 − γ1)

3 the expected transfer under the optimal menu is

T (n) = TFP (n) + (1− π)n−1 Γ

where Γ ≡ T (1)− TFP (1) is defined as the difference between the
expected transfer under the optimal menu and the first price sealed bid
(firm-fixed-price) transfer, c0, when n = 1:

Γ =
∫
(1− π) {r(s)− ψ[r(s)]} − πψ[r(s)] [1− l(s)] f0(s)ds < 0
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Solving for the Optimal Number of Bids
Soliciting Bids in Equilibrium

For any real number λ, define the convex function:

U(λ) ≡∑∞
n=0

λne−λ

n!
T (n+ 1) + κλ

Note U(λ) + η is the expected total cost with positive search effort λ.
Let U(0) denote the expected cost of noncompetitive procurement.
Suppose U(λ) attains its global minimum at λ∗:

1 Then competitive bids are solicited if and only if:

U(max {0,λ∗}) + η ≤ U(0).

2 If λ∗ > 0, there is competitive bidding if and only if:

η ≤ U (0)−∑∞
n=0

λ∗ne−λ∗

n!
T (n+ 1)− κλ∗ (10)

= (1− e−λ∗π) [(1− π)(c0 − c1) + π(γ0 − γ1) + Γ]− κλ∗.
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Identification
Model primitives and data generating process

The primitives of the model are:
fπ (π) : (0, 1)→ R+ (density of proportion of low-cost sellers)
γk (π) : Π→ R+ (initial costs)
c (s) : S → R+ (cost changes as a function of contract outcomes)
Fks (s) : S → [0, 1] (distribution of contract outcomes)
ψ (r) : R → R with ψ′ (r) > 0 and ψ′′ (r) < 0 and normalizations
ψ (0) = 0 and ψ′ (0) = 1 (liquidity preferences)
Fη (η) : R → [0, 1] with F ′η (η) > 0 (solicitation costs)
κ (π) : Π→ R+ > 0 (unit search cost)

We assume the data generating process of the model records:
whether contract is competitive y ∈ {0, 1}
number of bids, n
winning contract type, k ∈ {0, 1}
contract outcomes, s
base price of winning contract pkn
price changes qk (s)
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Identification
Assumptions and notation

A1 s, π, and η are mutually independent.
A2 Fπ (π) is strictly increasing for all π ∈ Π.
A3 Π ⊂ (0, π̃), and l (s) ≤ l̃(π) for all (s,π) ∈ S ×Π.
A4 γ1 (π) is non-increasing in π ∈ Π.
A5 γ0 (π)− γ1 (π) is non-increasing in π ∈ Π.
A6 Either Ψ0 (π) ≤ γ′0 (π) for all π ∈ Π, or Ψ0 (π) ≥ γ′0 (π)

for all π ∈ Π where Ψ0 (π) ≡:∫ (
ψ′′
[

ψ′−1
(

1− π

1− πl(s)

) ])−1
(1− π) [l(s)− 1]
[1− πl(s)]3

f0(s)ds.

Also define v (l ,π) as interior solution in r to FOC (7):

ψ′(r) = (1− π)
/
(1− πl) (11)

Assuming A3 implies v (l (s) ,π) = q0n (s)− c (s) for all π ∈ Π.
Write p (π) and pn (π) for base prices p and pn on π respectively.

Miller (Carnegie Mellon University) cemmap 5 September 2022 19 / 31



Identification
Monotonicity

Identification proof exploits monotonicity of p (π) and pn (π).

As π increases, there is a greater chance of selecting a low-cost seller.

The buyer can reduce the base price for the low-cost contract if IR1
does not bind.

To satisfy IC1 while reducing this base price, the buyer makes
high-cost contract less attractive to low-cost sellers by increasing its
volatility.

Whether this makes high-cost contract more or less attractive to
high-cost sellers depends on the other parameter values.

Lemma

(i) If A3 holds then ∂ |v(l ,π)|
/

∂π > 0. (ii) If A3—A5 hold then
∂pn(π)

/
∂π < 0 for all n ∈ {1, 2, . . .}. (iii) If A3 and A6 hold then

p (π) is monotone.
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Stepwise Identification
1. Contract outcomes and cost changes

Since the equilibrium menu is separating, f0(s) and f1(s) are directly
identified from the distributions for the contract outcomes

Hence the likelihood ratio l(s) ≡ f0(s)
/
f1(s) is too.

In equilibrium price changes to a low-cost seller equate with his cost
changes: c(s) = q1n(s).
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Stepwise Identification
2. Liquidity preferences

Denote by π∗ (p)inverse of (strictly monotone) p (π).

Define the composite function v ∗ (l (s) , p) ≡ v [l ,π∗ (p)].
v ∗ (l , p) is identified off the high-cost contracts.

Note ∂v (l ,π′)
∂l = ∂v ∗(l ,p ′)

∂l for all (l ,π′, p′) satisfying p′ = p (π′).

Holding π constant, totally differentiate (11) with respect to l ,
substitute ∂v ∗(l ,p ′)

∂l for ∂v (l ,π′)
∂l in the result, and rearrange to obtain:

ψ′′(r) =
[

∂v ∗ (l , p)
∂l

]−1 1− ψ′(r)
1− l ψ′(r). (12)

Noting ψ′ (0) = 1 (12) has a unique solution of ψ′(r).

Furthermore ψ(0) = 0 implies ψ(r) is solved too and identified off
v ∗ (l , p).
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Stepwise Identification
3. Distribution of the project-type

Since ψ (q) is identified, realizations of π for high-cost contracts are
identified from the FOC:

π =
1− ψ′ [q0n(s)− c(s)]

1− ψ′ [q0n(s)− c(s)] l(s)
.

This identifies fπ|y ,n,k (π|y , n, 0)
Noting high-cost contracts occur with probability (1− π)n:

fπ|y ,n,k (π|y , n, 1) =
Pr(k = 0|y , n)
Pr(k = 1|y , n)

[1− (1− π)n ]

(1− π)n
fπ|y ,n,k (π|y , n, 0).

(13)

⇒ fπ|y ,n (π|y , n) =
fπ|y ,n,k (π|y , n, 0)

(1− π)n
∫
(1− π′)−n fπ|y ,n,k (π′ |y , n, 0 ) dπ′

.

(14)
Identifying fπ (π) follows from identification of fπ|y ,n(π|y , n),
because (y , n) is observed.
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Stepwise Identification
4. Base prices as a function of pi

As π realizations of high-cost contracts are identified, so is p (π).

What about pn (π)?
Let Gpn |y (p|y) denote the cdf for pn conditional on y ∈ {0, 1}.
Note pn is strictly decreasing in π, and the inverse of Fπ (π) exists

Therefore the inverse of Gpn |y (p|y) exists, so for y ∈ {0, 1}:

pn (π) ≡ G−1pn |y
[
1− Fπ|y ,n,k (π |y , n, 1 ) |y

]
.

Hence pn (π) is identified because:

fπ|y ,n,k (π|y , n, 1) is identified (from previous slides)
Gpn |y (pn |y) is identified directly off the data generating process.
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Stepwise Identification
5. Initial costs as a function of pi

Substitute:

pn (π) for pn in (8)
p (π) for p in (9)
. . . and manipulate resulting equations giving the expressions for

γ0 (π) and γ1 (π).

Thus, using their FOC’s, for n ∈ {2, 3, . . .}:

γ1 (π) =
1− (1− π)n

1− (1− π)n−1
pn (π)−

π (1− π)n−1

1− (1− π)n−1
p1 (π)

γ0 (π) = p (π) +
∫

ψ

(
ψ′−1

[
1− π

1− πl (s)

])
f0(s)ds

Multiple equations overidentify γ0 (π) and γ1 (π).
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Stepwise Identification
6. Search costs

Rearranging the FOC for optimal search intensity λo (π):

κ(π) = πe−πλo (π)

{
(1− π) [c0(π)− c1(π)]
+π [γ0 (π)− γ1 (π)] + Γ(π)

}
if λo (π) > 0

κ(π) ≥ π

{
(1− π) [c0(π)− c1(π)]
+π [γ0 (π)− γ1 (π)] + Γ(π)

}
if λo (π) = 0

We have already identified:
γ0 (π)− γ1 (π) and c0 (π)− c1 (π)
Γ(π) =

∫
(1− π) {r(s)− ψ[r(s)]} − πψ[r(s)] [f0(s)− f1(s)] ds

Therefore a lower bound for κ(π) is identified when λo (π) = 0.
Otherwise κ(π) is point identified because λo (π) is identified from:

λo (π) =
∞

∑
n=0

nPr(n+ 1|π, y = 1)

=
∑∞
n=0 nfπ|y ,n (π|1, n+ 1)Pr(n+ 1|y = 1)

∑∞
n=0 fπ|y ,n (π|1, n+ 1)Pr(n+ 1|y = 1)

.
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Stepwise Identification
7. Soliciting competition

The buyer solicits competitive bids if and only if η ≤ Ω(π) defined as:

Ω(π) ≡
[
1− e−λo (π)

] { (1− π) [c0(π)− c1(π)]
+π [γ0 (π)− γ1 (π)] + Γ(π)

}
− κ(π)λo (π).

Variation in π induces variation in Ω(π), partially identifying Fη(η),
because Fη [Ω(π)] = Pr (y = 1|π), and both Pr (y = 1|π) and
Ω(π) are identified (from the previous results).

For example when λ∗(π) ≤ 0 then λo (π) = 0, and hence
Ω(π) = 0, implying Fη (0) is identified.

Thus Fη(η) is identified on the range of Ω(π), defined:

Υ ≡ {η̃ ∈ R : η̃ = Ω(π̃) for some π̃ ∈ Π} .
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Estimates
Table 5: Estimating the role of observed heterogeneity

Define the expected project cost for a type k seller given (x,π) and
parameters (θc , θs ) as:

ck (x,π; θc , θs ) ≡ γk (x,π; θc ) +
∫
c (s) fk (s |x; θs ) ds,

To convey a sense of the importance of (x, z), consider:

Eπ(ck |x, z; θc , θs , θπ) ≡
∫
ck (x,π; θc , θs ) fπ|x,z(π|x, z; θπ)dπ.

The mean of low-cost sellers’project costs is estimated by averaging
Eπ(c1|xi , zi ; θ̂c , θ̂s , θ̂π) over the sample i ∈ {1, . . . , I}.
We can define several other probability distributions induced by (x, z)
that help characterize the model’s features.
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Estimates
Table 5: Estimating the role of observed heterogeneity
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Estimates
Figure 2: How the odds of meeting a low-cost seller affects procurement
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Estimates
Table 6: Counterfactual analyses
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